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Learning goal:



Overview

Day 1 : Conceptual introduction

Day 2 : WAMBS-checklist (when to worry and how to avoid the misuse of 

Bayesian Statistics)

Day 3 : Estimation methods including alternatives that can be more efficient 

when dealing with computational or non-covergence issues (MCMC, 

Gibbs, MH, HMC, NUTS, etc.) 

Day 4 : Prior sensitivity analysis to investigate the influence the prior has on the 

results; models with many parameters; shrinkage priors. 

Day 5 : Informative priors; expert knowledge. 

We end with general reflections.



Time Schedule Day 1-5: 

0900-1200: lecture

1200-1300: lunch 

1330-1500: (supervised) computer lab 

1500-1600: Q&A 



Software:



Software:

Day 1&5: 

- Online apps

Day 2,3,4: 

- R (brms)



“… it is clear that it is not possible to think about 

learning from experience and acting on it without 

coming to terms with Bayes' theorem.“

Jerome Cornfield (in de Finetti, 1974a)



“…whereas the 20th century was dominated by 

NHST [null hypothesis significance testing], the 21st 

century is becoming Bayesian…“

Kruschke (2011, p.272) in a special ‘Bayesian’ issue 

of Perspectives on Psychological Science



“…"[...] seven decades of criticism against NHST is 

finally having an effect.

Sohlberg & Andersson (2005, p.69)



“…"[...] seven decades of criticism against NHST is 

finally having an effect.

"Besides correcting the most obvious flaws of NHST 

in a manner reminiscent of how meta-analysis does 

it, Bayesian statistics can be seen as providing 

answers to the questions researchers would be 

asking, unless they had first been

taught a flawed method…“

Sohlberg & Andersson (2005, p.69)



“…Over the last few decades, it has become the 

major approach in the field of statistics, and has 

come to be accepted in many or most of

the physical, biological and human sciences…“

Lee (2011, p.1)



It all started... 

In 1748 when Hume published an essay 
about uncertainty



This essay inspired Thomas Bayes (1701-1761) 
who was enrolled at the University of 
Edinburgh to study logic and theology

He worked on the question 
whether God exists 
using Inverse Probability, but
he never published any work
on this topic 



After T. Bayes passed, his relatives asked 
Richard Price (1723-1791) to go through his 
unfinished work and it was Price who 
discovered the paper on inverse probability



This is about inverse probability: 
assigning a probability distribution to an unobserved 

variable.



Pierre Simon Laplace (1749-1827)

Independently discovered the same
theorem and actually published
the formula we now know as 
Bayes’ rule…

(he also published the central limit theorem)



Bayes goes to war….

Used for artillery testing 
during Napoleon war 



Bayes goes to war….

Testing ammunition during WOI

Frequentist methods required too much 
losses



Alan Turing

Bayes goes to war….



DataPrior Knowledge



DataPrior Knowledge



Bayes’ rule:

Picture taken from:
http://www.psychologyinaction.org/2012/10/22/bayes-rule-and-bomb-threats/
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-∞ ∞

A Gentle Introduction to Bayesian Analysis: Applications to Developmental Research 
(2014). Van de Schoot, Kaplan, Denissen, Asendorpf, Neyer, van Aken. Child Development
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Wordcloud showing terms used to describe the level of informativeness of the priors in the empirical regression-based articles.

van de Schoot, R., Winter, S. D., Ryan, O., Zondervan-Zwijnenburg, M., & Depaoli, S. (2017). A systematic review of Bayesian articles in psychology: The last 
25 years. Psychological Methods, 22(2), 217-239. http://dx.doi.org/10.1037/met0000100



Choosing a prior

Step 1: Type of prior
normal, gamma, chi2, wishart, binominal, Jeffreys’prior, uniform, beta, Laplace prior,  

AND MANY MANY MORE

Step 2: Specify the hyper parameters



www.nature.com/articles/s43586-020-00001-2/

http://www.nature.com/articles/s43586-020-00001-2/




Go to: 

www.rensvandeschoot.com/FBI
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Exercise 1

http://www.rensvandeschoot.com./FBI
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Conjugate priors with fixed parameters
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https://en.wikipedia.org/wiki/Conjugate_prior



How to obtain posterior?

In complex models, the posterior is often intractable 

(impossible to compute exactly)

Solution: approximate posterior by simulation

Simulate many draws from posterior distribution

Compute mode, median, mean, 95% interval et 

cetera from the simulated draws
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4 unknown parameters μj (j=1,...,4) and one common 
but unknown σ2.

Statistical model:

Y = I + μ1*D1 + μ2*D2 + μ3*D3 + E

with E ~ N(0, σ2)

ANOVA example



4 unknown parameters μj (j=1,...,4) and one common 
but unknown σ2.

Statistical model:

Y = μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

with E ~ N(0, σ2)

ANOVA example



Priors

Specify prior: Pr(μ1, μ2, μ3, μ4, σ
2)



Priors

Specify prior: Pr(μ1, μ2, μ3, μ4, σ
2)

Prior (μj) ~ Nor(μ0, var0)

Prior (μj) ~ Nor(0,10000)
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Hyperparameters:
m (mean), s2 (variance)



Priors

Specify prior: Pr(μ1, μ2, μ3, μ4, σ
2)

Prior (μj) ~ Nor(μ0, var0)

Prior (μj) ~ Nor(0,10000)

Prior (σ2) ~ IG(0.001, 0.001)
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Hyperparameters:
a (shape), b (scale)



Posterior

Combine prior with likelihood provides 
posterior:

Post ( μ1, μ2, μ3, μ4, σ
2 | data )          

…this is a 5 dimensional distribution… 



The Gibbs sampler

Iterative evaluation via conditional 
distributions:

Post ( μ1 | μ2, μ3, μ4, σ
2, data ) ~ Prior (μ1) X Data (μ1) 

Post ( μ2 | μ1, μ3, μ4, σ
2, data ) ~ Prior (μ2) X Data (μ2)

Post ( μ3 | μ1, μ2, μ4, σ
2, data ) ~ Prior (μ3) X Data (μ3)

Post ( μ4 | μ1, μ2, μ3, σ
2, data ) ~ Prior (μ4) X Data (μ4)

Post ( σ2 | μ1, μ2, μ3, μ4, data ) ~ Prior (σ2) X Data (σ2)



1.Assign starting values

2.Sample μ1 from conditional distribution

3.Sample μ2 from conditional distribution

4.Sample μ3 from conditional distribution

5.Sample μ4 from conditional distribution

6.Sample σ2 from conditional distribution

7.Go to step 2 over and over again

The Gibbs sampler



μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E



Step 1:  3*D1 +  5*D2 +  8*D3 +  3*D4 + 10

Step 1: assign starting values



Step 1:  3*D1 +  5*D2 +  8*D3 +  3*D4 + 10

Step 2:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 2: Sample μ1 from 
conditional distribution



Step 1:  3*D1 +  5*D2 +  8*D3 +  3*D4 + 10

Step 2:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 2: Sample μ1 from 
conditional distribution



Step 1:  3*D1 +  5*D2 +  8*D3 +  3*D4 + 10

Step 2:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 2: Sample μ1 from 
conditional distribution



Step 1:  3*D1 +  5*D2 +  8*D3 +  3*D4 + 10

Step 2:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 3:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 3: Sample μ2 from 
conditional distribution



Step 1:  3*D1 +  5*D2 +  8*D3 +  3*D4 + 10

Step 2:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 3:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 3: Sample μ2 from 
conditional distribution



Step 1:  3*D1 +  5*D2 +  8*D3 +  3*D4 + 10

Step 2:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 3:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 4:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 5:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 6:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Do this for all parameters



Step 1:  3*D1 +  5*D2 +  8*D3 +  3*D4 + 10

Step 2:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 3:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 4:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 5:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 6:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

This is iteration 1

It
e
ra

ti
o
n
 1



Step 1:  3*D1 +  5*D2 +  8*D3 +  3*D4 + 10

Step 2:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 3:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 4:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 5:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 6:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Replace starting values with 
new estimates



Step 1:  3*D1 +  5*D2 +  8*D3 +  3*D4 + 10

Step 2:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 3:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 4:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 5:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 6:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 7: Go to step 2 and start 
with iteration 2

It
e
ra

ti
o
n
 2



Step 1:  3*D1 +  5*D2 +  8*D3 +  3*D4 + 10

Step 2:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 3:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 4:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 5:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Step 6:  μ1*D1 + μ2*D2 + μ3*D3 + μ4*D4 + E

Repeat k times

It
e
ra

ti
o
n
 k



Iteration μ1 μ2 μ3 μ4 σ2

1 3.00 5.00 8.00 3.00 10

Step 1: assign starting values



Iteration μ1 μ2 μ3 μ4 σ2

1 3.00 5.00 8.00 3.00 10

2 3.75

Step 2: Sample μ1 from 
conditional distribution



Iteration μ1 μ2 μ3 μ4 σ2

1 3.00 5.00 8.00 3.00 10

2 3.75 4.25

Step 3: Sample μ2 from 
conditional distribution



Iteration μ1 μ2 μ3 μ4 σ2

1 3.00 5.00 8.00 3.00 10

2 3.75 4.25 7.00 4.30 8

Step 6: Sample σ2 from 
conditional distribution



Iteration μ1 μ2 μ3 μ4 σ2

1 3.00 5.00 8.00 3.00 10

2 3.75 4.25 7.00 4.30 8

3 3.65

Step 7: Go to step 2 over and 
over again



Iteration μ1 μ2 μ3 μ4 σ2

1 3.00 5.00 8.00 3.00 10

2 3.75 4.25 7.00 4.30 8

3 3.65 4.11 6.78 5.55 5

. . . . . .

15 4.45 3.19 5.08 6.55 1.1

. . . . . .

. . . . . .

199 4.59 3.75 5.21 6.36 1.2

200 4.36 3.45 4.65 6.99 1.3

Step 7: Go to step 2 over and 
over again



Trace plot 



Trace plot, starting value 



Trace plot 



Trace plot, stationary 
distribution 



Trace plot, burn-in 



Histogram 



Kernel density plot



Convergence

83

Approximation of the 
posterior distribution
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(A) 

 

(C) 

 

(B) 

 

(D) 

 

The more iterations, the more information in the histogram and the 
better the results approximate the posterior distribution
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Burn In

Sampler must run t iterations ‘burn in’ 

before we reach target distribution f(Z)

• How many iterations are needed to converge on 

the target distribution?

Diagnostics

• Examine graph of burn in

• Try different starting values

• Run several chains in parallel

Convergence 



Convergence
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Convergence 



Convergence

88

Convergence 



Convergence

89

Convergence???? 



90

Convergence 
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Convergence 
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Convergence 
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Trace plot for the variance of the Slope  
Default prior setting IG(-1,0)

Spikes



Default Prior settings



Default Prior settings



Improper prior

• Probability distribution does not sum or integrate to one

• Shape and scale parameter need to be larger than zero

Improper prior:

𝑝 𝜃𝑙 ~ IG(−1,0)

𝑝 𝜃𝑙 ~ IG(0,0)

Proper prior:

𝑝 𝜃𝑙 ~ IG .001, . 001

𝑝 𝜃𝑙 ~ IG(.5, . 5)
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Trace plot for the variance of the Slope  
Prior setting IG(0,0)





Why Bayes?



Why do researchers use Bayes

o First: Because they like the Bayesian paradigm!



Why do researchers use Bayes

o First: Because they like the Bayesian paradigm!

o Key difference between Bayesian statistical 
inference and conventional, frequentist 
estimation concerns the nature of the unknown 
parameters in the model



o In frequentist framework it is assumed 
that in the population there is only one true 
population parameter, for example, one true 
regression coefficient. 

Why do researchers use Bayes



o In the Bayesian framework, there are two 
main ways of viewing the population parameter:

o First, in the Bayesian view of subjective 
probability, all unknown parameters can be 
treated as unknown and fixed (Gelman & 
Robert, 2013). Bayesians can then model 
these unknown parameters as being random 
through a prior probability distribution (or 
prior) that captures the user’s uncertainty of 
the fixed value of the parameter. 

Why do researchers use Bayes



o In the Bayesian framework, there are two 
main ways of viewing the population parameter:

o The second way of viewing parameters in the 
Bayesian framework is to recognize that the 
parameter of interest behaves in a stochastic 
fashion (i.e., it is not a fixed value but rather 
is random with an unknown probability 
distribution). In turn, the population 
parameter can be represented by a 
probability distribution with an unknown 
mean and variance since the parameter value 
is viewed as random under this definition, and 
this distribution is specified in part through 
the prior (Gill, 2008).  

Why do researchers use Bayes



Why do researchers use Bayes

o Interpretation confidence interval / credibility 
interval



What does 95% confidence interval actually mean?

106

Why do researchers use Bayes



What does 95% confidence interval NOT mean?

We have a 95% probability that the true 

population value  is within the limits of 

our confidence interval
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Why do researchers use Bayes



What does 95% confidence interval NOT mean?

We have a 95% probability that the true 

population value  is within the limits of 

our confidence interval
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Why do researchers use Bayes



What does 95% confidence interval NOT mean?

We have a 95% probability that the true 

population value  is within the limits of 

our confidence interval

We only have an aggregate assurance that 

in the long run 95% of our confidence 

intervals contain the true population value

109

Why do researchers use Bayes



What does a 95% central credibility interval mean?

We have a 95% probability that the population value 

 is within the limits of our confidence interval

110

Why do researchers use Bayes



• Technical reasons:

• complex models simply cannot be estimated 
using conventional statistics

• to improve convergence issues
• aid in model identification 
• produce more accurate parameter estimates. 

Why do researchers use Bayes



• incorporate (un)certainty about a parameter 
and update this knowledge through the prior 
distribution.

Why do researchers use Bayes



van de Schoot, R., Kaplan, D., Denissen, J., Asendorpf , J.B., Neyer, F.J. & van Aken, 
M.A.G. (2014). A Gentle Introduction to Bayesian Analysis: Applications to
Research in Child Development. Child Development, 85 (3), 842–860. 



• Bayes is not based on large samples 
(i.e., the central limit theorem) 
and hence large samples are not 
required to obtain accurate results. 

Why do researchers use Bayes



115

How large should the sample size be at the highest 

level in multilevel analyses

???? 



116

With ML-estimation:

-> Boomsma (1983): 200 OK, at least 100

-> Hox, Maas Brinkhuis (2010): at least 100 groups
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With ML-estimation:

-> Boomsma (1983): 200 OK, at least 100

-> Hox, Maas Brinkhuis (2010): at least 100 groups

With Bayesian estimation:

-> Hox et al (2012): 20-25 OK!

Hox, J., van de Schoot. R., & Matthijsse, S. (2012). How few countries will do? 

Comparative survey analysis from a Bayesian perspective. Survey Research 

Methods, 6, 87-93.



• Even more reasons:

o Non-normal data

o Computational power

o Missing data handling

o Flexibiltiy

o … 

Why do researchers use Bayes



- 333 PhD recipients in The Netherlands

- how long it had taken them to finish their PhD thesis 

=> 59.8 months 

- difference between planned and actual project time in months 

=> 𝑀 = 9.97, 𝑚𝑖𝑛 /𝑚𝑎𝑥 = −31/91, 𝑆𝐷 = 14.43

- assume we are interested in the question whether age (M=31.68, 

min/max=26/69) of the PhD recipients is related to delay in their project. 

- assume we expect this relation to be non-linear.  

Exercise 2



www.rensvandeschoot.com/pps-App



www.rensvandeschoot.com/pps-App



www.rensvandeschoot.com/pps-App



www.rensvandeschoot.com/pps-App







mean sd 2.5% 50% 97.5%

beta_intercept -44.425 10.579 -64.325 -44.668 -23.387

beta_age 2.532 0.503 1.522 2.544 3.477

beta_age2 -0.025 0.005 -0.034 -0.025 -0.014

epsilon2 196.923 15.266 168.758 196.255 228.166



www.nature.com/articles/s43586-020-00001-2/

http://www.nature.com/articles/s43586-020-00001-2/

